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Abstract: Data replication is one of the best known strategies to achieve high levels of availability and fault
tolerance, as well as minimal access times for large, distributed user communities using a world-wide Data
Grid. In certain scientific application domains the data volume can reach the order of several petabytes;
in these domains data replication and access optimization play an important role in the manageability and
usability of the Grid.

In this paper we present the design and implementation of our replica management Grid middleware pro-
viding a high-level user and application interface to replication services. It is designed to be extensible and
evolvable so that user communities can adjust its detailed behavior according to their QoS requirements.

Our first implementation – Reptor – provides access to fast and secure transfer mechanisms, includes
the management of data and associated meta-data and takes into account information provided by Grid
monitoring tools. The design and feature-set of Reptor are based on our experience in data management
in the EU DataGrid project and on the refined requirements of our user communities.

Our prototype implementation is based on the web service paradigm, in accord with the emerging Open
Grid Services Architecture, and provides promising results.
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1. INTRODUCTION

Grid computing addresses the issue of distributed computing over the wide-area network that involve
large-scale resource sharing among collaborations of individuals or institutions. We distinguish between
computational Grids and data Grids: Computational Grids address computationally intensive applica-
tions that deal with complex and time intensive computational problems usually on relatively small data
sets whereas data Grids address the needs of data intensive applications that deal with the evaluation
and mining of large amounts of data in the terabyte and petabyte range. Therefore, Grid technologies
are especially attractive to large-scale, geographically distributed user communities. In this paper we
address the most basic techniques used in data Grids to raise the availability, fail-safety and robustness
of the Grid: data replication and access optimization.

One of the principal goals of data Grids is to provide easy-to-use, transparent access to globally dis-
tributed data and to abstract the complexities from the user and the applications. Essentially, it aims at
making data access and location as easy as on a single computer. In order to achieve this goal, the most
important issues that need to be addressed are:

• How to optimize access to data over the wide area to avoid large penalties on data access times.

• How to provide a solid, highly extensible and performing security and data access policy frame-
work.

Optimization of data access can be achieved via data replication, whereby identical copies of data are
generated and stored at various sites. This can significantly reduce data access latencies. However,
dealing with replicas of files adds a number of problems not present when only a single file instance
exists. Replicas must be kept consistent and up-to-date, their location must be stored in a catalog, their
lifetime needs to be managed, etc.

Many underlying services required for replica management have been developed: file transfer services
and protocols (GridFTP) [2], replica catalogs [2, 16], and security mechanisms (GSI [13]). Additional
services are under development: data access and integration services, replica location services [7], etc.

There is a clear need for higher level services that abstract all the intricacies of the basic Grid services
from the users. As an example, consider the task of generating a new replica. This requires the applica-
tion to perform a wide area transfer (e.g. using GridFTP) and to update various Grid catalogs while at
the same time checking access rights and dealing with errors and failures.

Another example is replica selection: without a higher level Grid service to call on, the users will need to
implement their own replica selection algorithms, increasing the burden on the application programmers.

In this paper we present the design and implementation of a replica management service that is intended
to provide the application programmer with an easy-to-use, intuitive interface, hiding the details of the
underlying services. We have designed and implemented a prototype, “Reptor”, in the context of the EU
DataGrid project (EDG) [9]. Experimental work shows promising results.

The remainder of this paper is organized as follows: we present the design of our replica management
framework in Section2. and its prototype implementation in Section3.. Initial results obtained with this
prototype implementation are reported in Section4.. After a discussion of related work (Section5.) we
end this paper with a brief summary and an outlook on future work.

2. DESIGN OF A REPLICA MANAGEMENT FRAMEWORK

In [14] we presented the design of a general replica management framework. In that model, a replica
management service contains all the logic to coordinate the underlying services, providing the user with a
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unified interface to all replica management functionalities (Figure1). In our current implementation, the
logic of the coordinating replica management service is implemented on the client-side, i.e. there is no
actual service associated with it; this is to defer the issues we face with the details of authorization with
respect to delegation of rights to services. Because computing fabric nodes usually do not have outbound
(WAN) connections, we will have to solve this issue and provide a service that acts as a proxy to those
clients. Having a service executing the method logic is also necessary to provide advanced optimization
metrics (logging usage patterns for many users) as well as to increase fault tolerance (asynchronous
execution and automatic re-tries) and performance (caching).

Figure1 presents the user’s perspective of the logical layout of the components of our replica manage-
ment system [14]. The entry point to all services is theReplica Management Servicewhich interacts
with the subcomponents of the system.

• The Core module coordinates the main functionality of replica management, which is replica
creation, deletion, and cataloging by interacting with third party modules. These external mod-
ules include transport services, replica location services, meta-data services for storing replication
meta-data such as file meta-data (size, checksum, etc), management meta-data, and security meta-
data (such as access control lists), and processing services that allow pre- and post-processing of
files being replicated.

• The goal of theOptimization component is to minimize file access times by pointing access
requests to appropriate replicas and pro-actively replicating frequently used files based on access
statistics gathered.

• TheConsistencymodule takes care of keeping the set of replicas of a file consistent as well as the
meta information stored in various catalogs.

• TheSubscription module takes care of subscription-based replication where data appearing at a
data source is automatically replicated to subscribed sites.

• TheSession Managementcomponent provides generic check-pointing, restart, and rollback mech-
anisms to add fault tolerance to the system.

• Collectionsare defined as sets of logical filenames and other collections.

• The Security module manages the required user authentication and authorization, in particular,
issues pertaining to whether a user is allowed to create, delete, read, and write a file.

As mentioned before, we decided to implement the Replica Management Service and the core module
functionality on the client side in the Replica Manager Client. The other subservices and APIs are
modules and services in their own right, allowing for a multitude of deployment scenarios in a distributed
environment.

One advantage of such a design is that if a subservice is unavailable, the Replica Manager Client can
still provide all the functionality that does not make use of that particular service. Also, critical service
components may have more than one instance to provide a higher level of availability and to avoid
service bottlenecks. We foresee to provide consistent replicas for stateful services; services like the
Replica Location Service are already designed to be distributed in their own right [7].

The model of providing high-level functionality by coordinating a set of underlying services is one of
the paradigms of Grid computing. By following this paradigm we allow for deployments providing
customized levels of Quality of Service as we foresee that Virtual Organizations will use the Replica
Management Services in very different ways.
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Figure 1: Main Components

3. PROTOTYPE IMPLEMENTATION

We implemented a first prototype of the replica management system, named “Reptor”, within the frame-
work of the EU DataGrid (EDG) project. The services are all implemented in the Java language. The
servers are deployed as web services. We depend only on open source technologies like the Jakarta
Tomcat [20] servlet container, the MySQL database and Apache Axis.

The prototype implementation provides the core module interfacing to the transport and catalog services
as well as on the optimization component, leaving the collection, session management, and consistency
modules for future versions.

Security is provided within the Grid Security Infrastructure (GSI) framework [13]. Our web services
are able to authenticate Grid certificates via our trust manager, an authentication module which can be
plugged into web service containers. We also have a fine grained authorization mechanism in place that
can interpret certificate extensions provided by the Virtual Organization Membership Service VOMS [1].
The advantage of such an approach is that our security infrastructure is backward compatible with the
existing GSI implementations that simply ignore these extensions.

Reptor currently provides a Java API and Java-based command line interface. C and C++ client APIs are
also available for parts of the interfaces and it is straightforward to generate bindings for other languages
as well due to the web service technologies used.

In this section we first motivate the use of web service technologies as our technology paradigm, discuss
the mechanisms used to access third party components from within Reptor, and provide details about the
implementation of the client.

3.1. WEB SERVICES FOR REPLICATION

In wide area distributed computing, web service technologies [22] are becoming increasingly popular
since they provide easy and standardized access to distributed services in a multi-lingual, multi-domain
environment. The same is true in Grid computing where the upcoming OGSA standard [15] aims at
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leveraging web services in the Grid context. Due to the general recognition of the web service standard
and to be prepared to move to the OGSA standard, we have chosen to adopt the web services paradigm.

The control and data channels between the services and their clients is managed through interfaces pub-
lished in WSDL. For the control channel we use SOAP over HTTPS. For data channels that require
higher levels of performance, we rely on the existing mechanisms like GridFTP [2] for file transport.

We have found that the available technologies to build standard web service components already address
many of the issues of Grid computing and we could profit from the extensive code base made available
by the web service community.

3.2. INTERACTION WITH EXTERNAL SERVICES

As described above, Reptor needs to interact with many Grid services such as the replica location service
and the information services. We have implemented Reptor as set of modules that is easy to extend and
interface to other Grid components.

We have defined interfaces for each Grid service that Reptor is accessing. In the spirit of general software
engineering principles as well as OGSA, we have made all these modules pluggable: if one of the services
needs to be replaced by another service providing the same functionality, the appropriate implementation
of the interface needs to be provided to Reptor, which can be configured to load the given implementation
instead of the default ones.

Currently, Reptor has been tested with the following Grid services

• Replica Location Service (RLS)[7] as the replica catalog service: used for locating replicas by
their unique identifiers (GUIDs).

• Replica Meta-data Catalog (RMC)stores the user-definable logical file name aliases to GUIDs
and trivial meta data on replicas, e.g. the owner, file size, and time stamps.

• Relational Grid Monitoring Architecture (R-GMA)[12] as the information service: used for ob-
taining information about the topology of the Grid.

• TheEDG Network Monitoring Services[5] providing statistics about network characteristics.

• TheEDG Storage Element Services[5] providing information about the storage latency.

Some of these services are currently client/server architectures using proprietary protocols for communi-
cation, but most of them will in the near future turn into proper web services, advertising their interface
through WSDL.

3.3. THE REPTOR CLIENT

We provide a command line interface and an API for the clients. The client is a thin layer that interacts
with the internal and external services, acting as the coordinator of the replica management sub-services.

We have a pure Java version of the client service using the Commodity Grid for JavaCoG [21] that
provides GridFTP client functionality. However, in order to be able to support parallel streams for
better performance, we can also configure the Reptor client to use the native GridFTP C libraries where
available.

Currently, the client provides the following functionalities:

• copya file between two sites using third-party transfer [2] if required.
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• registeran existing file in the replica location service to allow its retrieval by other Grid services.
A GUID is assigned to the file and registered in the meta-data catalog. It is used as the immutable
unique identifier of the file and its replicas. Since GUIDs are typically not human-readable, the
user may provide a logical identifier on its own which acts as an alias of the GUID. It must be
unique as well, but unlike the GUID, it can change in time.

• create replicasof a file that has previously been registered in the replica location service. The
optimization service discussed below can be exploited for selecting an existing replica to be copied
to the destination location.

• deletea replica which results in the physical deletion of the file and its removal from the associated
catalogs.

• unregistera file from the catalog without physically deleting the file.

• list all the replicas that have been registered by a given identifier (GUID), or look up the logical
names or GUID based on a replica.

• selectthe “best” replica to be used on a given site with the help of the optimization service (see
below).

• retrieve theaccess costsfor all available replicas of a given file with respect to specified sites.

3.4. THE OPTIMIZATION SERVICE

The goal of the optimization service is to select the best replica with respect to network and storage access
latencies. In other words, if for a given file several replicas exist, the optimization service determines the
replica that should be accessed from a given location. Similarly, the optimization service might also be
used to determine the best location for new replicas. We currently do not take into account an eventual
possibility to access the data directly over the wide area — this is the subject of ongoing work — but
assume that in order to access a file it has to be available in the local area network.

TheReplica Optimization Service(ROS) is implemented as a light-weight web service (calledOptor). It
gathers information from the EDG network monitoring service and the EDG storage element monitoring
service about their network and storage access latencies. Based on this information Optor takes a decision
which network link should be used in order to minimize the transfer time between two end points as
described in [5].

Apart from selecting replicas and storage locations Optor also provides methods to retrieve estimated
file access costs. These can be exploited by other Grid services, such as meta schedulers like the EDG
Resource Broker [10]. Based on the information obtained by Optor the broker can schedule jobs to sites
that allow efficient file access while maximizing the overall throughput. Thus, the Replica Manager, in
particular its optimization component, assists the Resource Broker in the job scheduling process.

The interaction of the Grid components in our current experimental setup is shown in Figure2.

4. EXPERIMENTAL RESULTS

In this section we report on the results of tests carried out with Reptor to perform optimized replica-
tion of files. In particular we discuss the performance of the core functionalities and the optimization
component.
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Figure 2: Interaction of Replica Manager with other Grid Components.

4.1. TESTBED SETUP

All our experiments were run on five major sites of the EU DataGrid testbed in France, Italy, the Nether-
lands, Switzerland and the United Kingdom (see Figure3). Each site consists ofComputing Elements
(CE) andStorage Elements(SE). A Computing Element runs a (Globus) gate-keeper and a local schedul-
ing system like PBS or Maui. A Storage Element is a generic Grid interface to storage; i.e. it can be a
single disk, a disk farm or a mass storage system. A typical Grid job is submitted from aUser Interfaceto
the Resource Broker and is scheduled to be run at a Computing Element based on information provided
by the Information Services and the Replica Manager (see Figure2).

The components needed by the of Replica Manager Client were deployed at dedicated hardware at
CERN, each machine running a single service only. We had one machine each to run the User Inter-
face (i.e. the Replica Manager Client), the Replica Location Service, the Replica Optimization Service
and the Information Service (R-GMA in our case [12]).

The network monitoring components have been deployed at each testbed site by the EDG networking
work package. We make use of their network monitoring information provider which is accessible at
IN2P3 in Lyon. The network monitors keep track of the performance of the network over time (see
Figure4 for an example). The monitors show that there are very large deviations in network performance
over time. The spikes and dips in these network metrics usually span tens of minutes and hours — this
motivates our strategy of optimization based on recent network metrics.

Table1 shows the commands of Reptor that were used in our tests.

4.2. FILE REPLICATION

In this section we provide performance numbers for replicating files of various sizes over a wide-area
network including updating the replica catalog. We compare these numbers with raw data transfers
achieved via GridFTP. Note that Reptor adds some overhead to the basic file transfer due to various
consistency checks: Reptor checks whether the file already exists on the destination before starting the
copy, obtains file meta-data, and checks the file existence after having performed the copy. This overhead
is constant, independent of the actual file size.
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Figure 3: Major testbed sites of the EU DataGrid Project.

Reptor provides two different replication options,conventional replicationandoptimized replication.
The conventional option takes source and destination SEs as input parameters. The optimized option
takes a logical file name (LFN) and the destination SE as input parameters and chooses the best replica
as described above: For a given LFN, all physical replicas are identified through the RLS and for each
replica the transfer costs to the specified destination SE are calculated using the Network Monitor. The
replica having the minimal cost is used as the source file for replication.

By having both options, users may either control the source and destination of the copy themselves or let
the system decide on the best resources to use on their behalf.

In Figure5 we show our measurements for replicating files between three sites within the EU DataGrid
testbed. The file sizes range from 100 MB to 1 GB. We use GridFTP as the file transfer mechanism with
8 parallel streams.

For replicating 1 GB files we can observe an overhead of around 10% due to the additional consistency
checks.

The next experiment shows the possible performance gain one can obtain by optimized replication (see
Figure5 d)). Due to the different network bandwidths within the testbed and their rapid change in time
(Figure4) we gain factors of two and more in transfer efficiency by automatically choosing the best
network link for file replication. If the users have to specify the source for the copy by themselves, they
can achieve at best the same result. Without an automatic replica selection mechanism they most likely
will choose a suboptimal network link. In both cases, the consistency overhead can be neglected since it
is identical for both replication scenarios.

To sum up, we demonstrated network optimized replication with Reptor and achieved a substantial gain
in efficiency especially in a distributed Grid environment where the network latencies are subject to rapid
change. We have found that the changes are slow enough so that recent network monitoring information
is usually still applicable at the time of the file transfer.
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Command Description
registerFile register file with the Replica Location Service (RLS)
listReplicas list all replicas registered with RLS
copyAndRegisterFile copy file to SE and register with RLS
replicateFile replicate file to SE and register with RLS
listBestFile return replica with minimal transfer time

no replication is involved
unregisterFile unregister file from RLS
deleteFile unregister file from RLS and delete from SE
getBestFile return replica with minimal transfer time

this command might involve replication
getAccessCost get access cost of replicas

for specific destination according to the network cost function

Table 1: Main Replica Manager Commands used during Experiment.

5. RELATED WORK

The design and implementation of the replica management framework presented in this paper is based on
years of experience with preceding data management and replication middleware that we briefly describe
in this section next to other relevant work on replication in the Grid community.

Early prototype work has been performed with a data replication tool namedGrid Data Mirroring Pack-
age (GDMP)[18]. It is a basic file replication tool with support for mass storage system staging and
automatic replication through a publish-subscribe notification system. Similar to Reptor, it is based on
the Globus toolkit including GridFTP and GSI security. It has been in use in production for High Energy
Physics experiments in Europe and the U.S. as well in the European DataGrid testbed. Reptor is meant to
replace GDMP and was designed based on the user feedback on GDMP and on our better understanding
of replication in a distributed Grid environment.

The Globus project provides in its toolkit a replica catalog based on the LDAP protocol and a straight-
forward replica manager that can manage the copy and registration as a single step. We have been using
and extending these modules within the EU DataGrid project by a user-friendly API and mass storage
bindings. Theedg-replica-manager[11], can be regarded as the direct predecessor of Reptor. However,
neither the Globus replica manager, nor edg-replica-manager nor GDMP provide replica optimization or
any other of the capabilities that we foresee for the immediate future (see Figure1).

An integrated approach for data and meta-data management is provided in the Storage Resource Broker
(SRB) [4]. Data cataloging and access to relational and object-oriented databases is provided. Replica
optimization is not provided yet but SRB might profit from approaches like ours.

The most related work with respect to replica access optimization can be found in the Earth Since Grid
(EDG) [3] project where preliminary replica selection has been demonstrated using the Network Weather
Service (NWS) [23]. Rather than providing an integrated replication framework with consistency checks
etc., GridFTP transfer sources and destinations are selected via NWS.

Within the Grid and High-Energy Physics community, one of the most closely related projects is SAM [19]
(Sequential data Access via Metadata) that was initially designed to handle data management issues of
the D0 experiment at Fermilab. It also addresses replication job submission issues.

Finally, since file replication often deals with large storage systems, local storage resource management
becomes vital and we participate in the standardization effort of the Storage Resource Management
(SRM) [6] specification that builds the natural link between Globus, Grid-wide replica management and
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Figure 4: Network bandwidth from CERN to other testbed sites. Data taken from iperf measure-
ments in January 2003.

local file management.

In terms of technology we feel that our approach is the most extensible one in terms of functionality and
is best geared towards the emerging Open Grid Services Architecture.

6. CONCLUSION AND FUTURE WORK

We have presented the design and a prototype implementation of a high level replica management tool
providing the functionality required for efficient data access in a Grid environment. We have discussed
in detail our optimized replica selection mechanism that takes into account network monitoring data in
order to identify the optimal network link with respect to data transfer. The experimental results show
that our approach significantly reduces wide area transfer times.

The framework is easily extensible and allows for many different deployment scenarios to serve the needs
of many different Virtual Organizations.

Currently we have implemented the core and optimization functionality of the replica management de-
sign. In the immediate future we will extend the functionality by adding the first versions of the collection
and consistency modules to Reptor. The consistency module is based on some of our previous ideas [8]
and will contain a file versioning and update mechanism based on file replacement or binary difference
between two files [17].

Future work also includes the refining and exact definition of the semantics for the session management
module.

The security framework in the current Reptor prototype provides authentication based on GSI. In the
immediate future it will also allow for fine-grained authorization to be achieved through a role based
authentication/authorization management system [1].
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Figure 5: Performance measurements of replicating files with sizes 100MB, 500MB and 1GB be-
tween a) CERN and RAL, b) RAL and NIKHEF, and c) NIKHEF and CNAF. d) Perfor-
mance measurements of replicating 1GB files to NIKHEF 1) using conventional replica-
tion: IN2P3 was specified as the source and 2) using optimized replication: RAL was
picked as the better source automatically.
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